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1. Introduction

Isolating the reasons that speculative prices move is a fundamental yet elusive goal in finance

research. In the spirit of French and Roll (1986) and Koudijs (2014), we use an institutional

feature of a specific market to detect public information’s footprint in stock price dynamics.

In large part the literature either finds or assumes that public information can and does move

prices without the occurrence of transactions, whereas private information and price pressures

move prices via trading activity. However, in a traditional specialist market1 such as the New

York Stock Exchange prior to decimalization, public information shocks result in transactions

as limit orders that are rendered stale by the shock are picked off by nimble floor traders.

This means that executed stale limit orders contain information about the size of public

information shocks. In the data we can identify limit orders that lose money after specific

intervals. However we cannot discern whether the reason for this loss is: 1) that the order was

rendered stale by the release of public information; or 2) that the order was subject to adverse

selection (i.e., the counterparty had private information at the time of the trade); or 3) that

the order was simply unlucky (for example a public or private information shock moved the

price in the opposite direction of the order within the measurement interval). Accordingly, we

classify all limit order trades that lose money after an interval as potentially stale. Our empirical

design relies on a cross-section of stocks which should integrate over the “luck” dimension of

our alternative hypothesis. Furthermore because specialist quotes reflect public information by

definition, only the limit order book bears the risk of being picked off after a public information

shock. By contrast both the specialist and the limit order book bear adverse selection risk from

privately informed traders. We can put an upper bound on the importance of public information

shocks in stock return volatility by evaluating the effect that removing all potentially stale limit

order trades from the data has on an operator that evaluates the relationship between trades

and price movements. We find that public information is not an important driver of individual

stock return volatility in our sample.

Prior literature provides evidence of the importance of the picking off of stale limit orders

following a public information shock in price formation. Masulis and Shivakumar (2002) show

that stocks on Nasdaq adjust to news of a seasoned equity offering one hour faster than stocks

listed on the New York Stock Exchange (NYSE) and American Stock Stock Exchange (AMEX).

They analyze these markets in the period January 1990 - December 1992, which includes the

1Important features of such a market include: a non-trivial tick size; a relatively clean mapping from orders
to transactions (i.e., minimal order splitting and bundling); competition between a centrally-positioned specialist
and the limit order book for liquidity provision; and the limit order book providing significant liquidity. Perhaps
the most important trait of such a market is the fact that observed transactions are a reasonable proxy for
(generally unobserved) orders. For the inability to map orders into transactions in modern financial markets, see
GAO (2005) and Easley, López de Prado, and O’Hara (2012, esp. p.1466).
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period of this study. They argue that the reason for the difference in the speed of adjustment

to public information is that the NYSE and AMEX had (unpegged) public limit order books

which the Nasdaq did not at that time. They infer that market orders trading with stale limit

orders delay the price adjustment on NYSE and AMEX. Since Nasdaq did not have a public

limit order book the price adjustment to public information there was instantaneous.

Berkman (1996) shows that option market limit orders on the European Options Exchange

in Amsterdam are commonly picked off after the underlying stock’s price changes. Here profes-

sional traders are able to exploit these limit orders as the individuals who placed them cannot

revise them quickly in the face of new public information. Linnainmaa (2010) looks at Finnish

data, and finds that the documented poor performance of retail traders may be attributed to

their use of limit orders. In the Helsinki double-auction market, retail traders do not make poor

investment decisions, so much as their use of limit orders results in bagging losses.

We calibrate the effect of stale limit orders to show that relatively small public information

shocks would leave a statistically identifiable footprint in the data. To this end we estimate

a statistic from the empirical microstructure literature that links price change to transaction

activity, developed by Glosten and Harris (1988). Our interest in such a measure is not whether

it is viable2 –rather how sensitive it is to the removal of stale limit order transactions. That is,

our formal tests do not use this measure per se, instead they compare the measure estimated

on the full sample with the measure estimated on the sample from which potentially stale limit

order trades have been removed. Since this is a new use for the measure, we design a calibrated

bootstrap to show the effect of removing public information shocks on the measure. We show

that an alternative popular measure of private information in a specialist market, PIN, would

not work for our purposes (since it does not analyze the effect of transactions on price).

We next evaluate the effect of removing all potentially stale limit orders from the sample on

this statistic. If this results in a statistically significant drop, we would not be able to infer that

public information shocks are the reason since we do not know why the limit orders lost money.

On the other hand, if this does not affect our measure significantly, then we fail to reject the

(joint) null hypothesis that public information is not an important driver of individual stock

returns; (and that the limit order book is not subject to more adverse selection risk than the

specialist, and that the limit order book is not significantly unlucky). Since we have to entertain

the multiple alternative hypotheses, we do not construct a contrapositive price sequence with

a (single) jump in place of the limit order sequence. Our tests involve simply removing the

potentially stale limit orders from the data.
2Lamoureux and Wang (2015) provide an empirical assessment of the efficacy of popular measures of private

information in a specialist market. Collin-Dufresne and Fos (2015) provide evidence that suggests that measures
that relate price reaction to transactions can not detect the presence of insiders (their analysis transcends various
market structures).
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Figure 1 demonstrates the intuition behind our test. This figure shows all trades on Boeing

stock on January 28, 1991. Boeing announced its quarterly earnings and provided revenue

guidance at 13:10. In the 20 minutes following this announcement the price dropped from

$48.75 to $47, and the stock closed down $2.25 on the day. The inset shows that many of the

trades during the 11 minutes following the announcement involved limit orders. By contrast, if

there were no limit order book, or if limit orders were contingent on public information shocks,

this price move might have occurred with no intervening transactions.

In the event, 42,500 shares changed hands as the price ratcheted down during the period

highlighted in the inset; the limit order book bought 19,500 shares (46% of the volume), and

sold 900 shares (2% of the volume), while the specialist bought 4,000 shares (7% of the volume).

All of the buy-side limit orders in these transactions were placed at least 53 minutes before the

public information release. For example, consider the fifth transaction in the inset, where 3,100

shares trade at $48.50, at 13:14. This trade combines two limit buy orders at $48.50–one for

1,200 shares which was placed at 10:03 that morning, the other for 5,000 shares, placed at 10:52

that morning. The first order was filled and the second received 1,900 shares. The sell side of

this trade batches two market orders placed at 13:14–one for 3,000 shares and the other for 100

shares. This pattern is typical of all transactions involving limit buy orders highlighted in the

inset. Most of these orders were placed prior to 11:00 on the morning of the announcement.

The only exception is a limit buy order for 500 shares at $48.125, placed at 12:17 that day–still

well before Boeing’s 13:10 public announcement. Since these limit orders are not contingent on

the public information release, and they were placed well before the announcement we consider

them to be potentially stale.

Over the entire day Boeing’s specialist’s net trade was +25,000 shares. Marking this position

to market at $46.8125, the spread midpoint at close, the specialist nominally lost $34,225 on

the day.3 Over the day, the limit order book’s net trade was -22,500 shares. For the day the

limit order book made a net profit of $49,531.

Several features of this example are worth noting. First, the specialist is charged with

maintaining an orderly market, and is rewarded for price continuity. On this date, all but

three of the 389 price changes from one transaction to the next are one tick (i.e., $0.125) or

zero. However, following the public information release the specialist is able to achieve price

continuity without putting his own capital at risk by matching incoming market orders to sell

to stale limit orders to buy. Also (unlike in this example), in this study we do not attempt to

3We measure specialist trading profit over an interval by first netting all round-trip transactions at actual
transaction prices, and then by marking the net position to market at the spread midpoint at the end of the
interval. This is an incomplete measure of the specialist’s actual return for several reasons. First, we do not
know whether the specialist hedged any of the exposure. Second, the specialist is charged with and rewarded for
maintaining an orderly market.
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identify information shocks exogenously. Instead we rely on the price dynamics after limit order

trades to identify those limit order trades that lose money, since this will include all limit orders

that are picked off. This is important since it is possible that the limit order book prior to an

anticipated public announcement, such as an earnings call, is not representative. Our empirical

design integrates over all types of public information shocks. The cost of this is that we have

only an upper bound on transactions involving stale limit orders. Foucault, Röell, and Sand̊as

(2003) and Parlour and Seppi (2008) discuss the trade-off between monitoring and picking off

risk.4 However, continuous monitoring would not have protected limit orders on the NYSE

of the early 1990’s from public information shocks because public traders were institutionally

disadvantaged relative to floor traders.

We use three post-trade lag lengths to measure a trade’s profitability: five minutes, one

hour, and one day, and report all of our results using all three. Our results are robust to the

choice of lag length. This look-ahead to identify the trade type is standard in the microstructure

literature and does not introduce any bias or endogeneity since the goal of the empirical exercise

is to ascertain whether the presence of stale limit order trades in the data itself affects the

empirical measure relating price change to the order flow.

Our calibration shows in the case of Boeing, whose price averages $45 in our data, that

if 8% of the daily stock return variance over the 63 trading days were due to small public

information shocks of $0.50 each, then our test would reject the null hypothesis that public

information is not an important driver of the return variance. Removing the stale limit order

trades induced by these public information shocks, comprising 0.6% of Boeing’s transactions

over the period, would result in a statistically significant drop in the measure. In the actual

data, we find that after removing all potentially stale limit orders (comprising 38% of all limit

order transactions–almost 4% of all transactions) from Boeing the measure rises–as it does for

eight of the 19 most actively-traded stocks in our sample. This increase is never statistically

significant, and it highlights the fact that the measure includes sampling error.

Our data are all transactions, quotes, and orders (enabling us to identify transactions with

the limit order book) on individual NYSE stocks from November 1990 through January 1991.

In this market limit orders are not contingent on public information, so when a new piece

of public information hits the market nimble floor traders pick off the standing limit orders

rendered stale by this event. This is the bagging or picking off risk identified by Copeland

4Foucault, Hombert, and Roşu (2014) model trading as a function of whether an informed trader can react
to news faster than liquidity providers.
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and Galai (1983).5 In a traditional specialist market the only protection that a limit order has

against this picking off risk is for the specialist to declare a market halt.

Our test’s power is derived from the relative importance of the limit order book in the

trading process. Bae, Jang, and Park (2003) characterize traders’ choices between market

and limit orders in the TORQ data. They show traders submit roughly the same number of

market orders and limit orders in the data. They also find that limit orders are more attractive

the larger the bid-ask spread, the larger the order size, and the higher is expected transitory

volatility.6 Harris and Hasbrouck (1996); Bae, Jang, and Park; and Masulis and Shivakumar

(2002) provide evidence on the importance of the limit order book. For our average stock 18%

of the trading volume involves the limit order book–roughly the same participation rate as the

specialist. We classify 40% of limit order volume as potentially stale.

Harris and Hasbrouck (1996) and Handa and Schwartz (1996) look at the relative per-

formance of alternative limit order strategies and market orders on the NYSE. Harris and

Hasbrouck use the TORQ database and consider the profitability of actual limit orders. Handa

and Schwartz use Institute for the Studies of Securities Markets transaction data on the Dow

Jones Industrial Average 30 stocks in 1988, to consider contrapositive limit order strategies.

Our results are fully consistent with Harris and Hasbrouck’s (1996) finding that in the special-

ist market that we consider widely used limit order strategies are profitable relative to market

orders. Similarly, Handa and Schwartz find that the bagging costs of placing limit orders do

not overwhelm the trading benefits.7

The implication of these studies is that in a traditional specialist market of the 20th century,

traders could use limit orders to improve execution and indeed this would seem to apply to a

majority of limit orders. On the other hand, limit orders could also harm traders as they

are not conditioned on public information. The effects of a centralized (unpegged) limit order

book, and incumbent trades at stale quotes, are not unimportant in price formation. We are

motivated by these facts to use potentially stale limit orders to isolate public information shocks

in a sequence of transactions.

Our analysis complements two strands of the empirical finance literature seeking to isolate

5Modern electronic networks afford investors the opportunity to submit a wide array of pegged limit orders.
For example, Direct Edge began allowing its members to post route peg orders on September 7, 2012. The
customer specifies a quantity and price that is inside the best bid and offer (BBO). The order will remain hidden
and execute against a suitably-sized routable order at the BBO quote. In general, pegged limit orders are not
subject to picking off risk.

6A recent survey of the theory behind the choice between limit and market orders is Roşu (2012).
7Lo, Mackinlay, and Zhang (2002) warn against the use of first-passage times to evaluate counterfactual limit

order executions (as in Handa and Schwarz 1996). Lo, Mackinlay, and Zhang demonstrate that this approach
does not produce reliable estimates of such orders’ actual execution times.
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the effect of information on speculative price dynamics. French and Roll (1986) and Barclay,

Litzenberger, and Warner (1990) compare stock return volatility in trading and non-trading

hours. They obtain identification by using business days when the stock market is closed and

Saturdays when the stock market is open, respectively. Since return variances are much higher

during trading periods they infer that the incorporation of public information into prices (with-

out trading) is insignificant in price formation. Koudijs (2014) attempts to measure information

flows directly. He uses geographically separated markets (stocks in British companies that trade

in Amsterdam), in a technologically constrained setting where he can measure the arrival of

news (as boats arrive to the Netherlands from England). He finds that this information does

move prices but that there is significant volatility in the absence of any (public) information. He

infers that at most 25 - 50% of overall return variances can be explained by public information

shocks.

By focusing on the dynamics of price and trading volume, our empirical design avoids having

to use non-market-based measures of information. For example, since we only evaluate return

dynamics and trading volume during trading hours we allow for the possibility that trading itself

is a form of public information. Recent theoretical models such as Kondor (2012) stress the

importance of higher-order expectations for trading activity. Furthermore, public information

may increase disagreements in higher-order expectations. This is important because, as they

discuss, French and Roll’s (1986) variance ratio tests have no power against the hypothesis that

trading itself is a form of public information.

Another problem that plagues analyses of price dynamics during business days when the

market is closed is that such events are rare, and they are neither surprises nor exogenous.

Everyone knew well in advance that the NYSE would be closed on the 16 Wednesdays in the

second half of 1968, which French and Roll use to control for differences in public information

releases on business and non-business days. Economic activity on these days might well be

different from what it is on Wednesdays when the market is open. Finally, Andersen, Bollerslev,

an Das (2001) provide evidence on the unreliability of variance-ratio tests, such as those in

French and Roll (1986) and Barclay, Litzenberger, and Warner (1990). We employ a very

different empirical design and specifically calibrate it to stock return variances.

The second strand of literature attempts to measure information directly. Roll (1984)

exploits the special nature of orange juice futures contracts. He finds no linkage between public

information releases and price volatility in this market. However, Boudoukh, Richardson, Shen,

and Whitelaw (2007) and Fleming, Kirby, and Ostdiek (2006) argue that most of the information

that Roll considers is not material. When they isolate what they consider to be price-relevant

news–such as temperature reports around the freezing mark–they identify a strong link between

measurable information shocks and price volatility. Similarly, Fleming and Remolona (1999)
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analyze the reactions of US Treasury securities to public information releases. They find that

prices react quickly and with virtually no trading to public macroeconomic announcements.8

These announcements are scheduled and occur at regular intervals.

The first generation (i.e., pre-textual analytics) of papers attempting to measure informa-

tion in the stock market includes Mitchell and Mulherin (1994) and Berry and Howe (1994).

These papers count the number of stories in specific news outlets (Dow Jones and Reuters,

respectively) and evaluate whether this is related to return volatility. Both of these papers

find that while trading volume is positively correlated with their measure of the amount of

information, return volatility is not. Vega (2006) uses an indicator of whether a stock appeared

in at least one headline or first paragraph of a story to proxy for a public information release on

that day. Engle, Hansen, and Lund (2011) examine 28 individual stocks from 2001 through mid

2009, using the Dow Jones Intelligent Indexing System, which they argue gives a much broader

sampling of media exposure than the sources used in earlier studies. They find that unexpected

(public) information arrival accounts for 5 - 20% of these stocks’ idiosyncratic variances, which

in turn account for 58 to 77% of their total return variances. Roll (1988) considers the r2 from

market model regressions on days with and without measurable information releases and finds

no evidence that information shocks increase (idiosyncratic) return volatility. A new generation

of papers that uses machine-intensive textual analysis to measure information more accurately

is reaching a different conclusion. For example, Boudoukh, Feldman, Kogan, and Richardson

(2012) find a significant drop in factor model r2 values of S&P 500 companies on days with

identified relevant news, in the first decade of the 21st century.

So the evidence is mixed, with the most recent research suggesting that public information

shocks do have a material effect on return volatility. However, only this paper, French and Roll

(1986) and Koudijs (2014) have enough institutional restrictions to isolate the effects of public

information from private information on return dynamics. The results of Boudoukh, Feldman,

Kogan, and Richardson (2012), for example, are consistent with a model in which privately

informed traders trade more aggressively on news days–using the increased volume engendered

by the news as camouflage.9 Of course, Roll (1984) and Fleming and Remolona (1999) consider

securities which should have limited private information. Fleming and Remolona find that

after Treasury securities’ market prices adjust quickly, and with little or no volume to the

public information, there is a period of heightened trading activity and relatively wide bid-ask

spreads. This is consistent with heterogeneous interpretation of the news, in the sense of Harris

and Raviv (1993). This activity, which Fleming and Remolona describe as the second stage

8As described by Fleming and Remolona (1999) the institutional details of the Treasury market are different
from the traditional specialist market. For example, there are no limit order book or price continuity restrictions
in the Treasury market.

9This is not meant as a criticism of this literature, since its objective is to identify the link between information
and return volatility. By contrast our analysis isolates public information.

7



adjustment process will not affect our empirical design since it does not put the limit order

book at an informational disadvantage. However it does militate against directly inferring that

price movement on days with public information releases is the result of the public information,

per se.

The next section describes our data. In Section 3 we show the importance of the limit

order book as a source of liquidity in the specialist market, and the extent of stale limit orders.

Section 4 contains the paper’s results. Here we show the properties of the empirical measure on

the data, calibrate a test to this data, and then carry out that test by removing all potentially

stale limit order trades from the data. Section 5 concludes the paper.

2. The data

As Hasbrouck (1992) explains the TORQ data cover 144 NYSE stocks in the three-month

period, November 1990 through January 1991.10 We discard seven stocks for insufficient data,

so our sample comprises 137 stocks over 63 trading days. Hasbrouck, Sofianos, and Sosebee

(1993) provide a detailed description of the NYSE in the late 1980s and early 1990s, which we

consider a traditional specialist market. Our analysis requires identifying trades involving the

limit order book, which means that a trades-and-quotes database such as TAQ is insufficient

for our purposes. We use the Lee and Ready (1991) algorithm to classify trades as buyer- or

seller-initiated. As such we include all transactions on the NYSE, including those involving

non-electronic orders. Importantly, given their role in protecting limit orders, there are no

trading halts in the TORQ data.

There are several advantages to the TORQ data for our study even though there now

exist broader-based sources of order-level information, such as the NASDAQ ITCH database.

Decimalization and market fragmentation have given rise to entirely new strategies involving

limit orders, which are now often used to scope out the presence of latent liquidity (as shown

in Hasbrouck and Saar 2009, 2010). Furthermore, as we note above in footnote 3, modern

markets allow traders to peg limit orders so that the institutional structure that allows us

to isolate public information no longer exists. Nevertheless, we analyze and reconsider how

inference was and is made in microstructure studies, which in turn influences how we think

about issues dealing with current data sets and related policy questions.

10Lamoureux and Wang (2015) include a recent survey of the many published papers that use the TORQ
database.
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3. Limit Order Results

We report our results along two dimensions. First we isolate the 19 individual stocks in the

database with more than 4,500 transactions in the 63-day period. Second we report portfolio

aggregates for all 137 stocks in our sample, and three size-sorted portfolios. Sample summary

statistics are provided in Tables I and II. Table I shows that the 19 individual stocks include

the largest on the NYSE from that era. However, the number-of-trades hurdle also admits two

smaller stocks, AMD and WBN, both of whose market capitalization at the beginning of the

period is less than $320 million. WBN is an outlier in this group in terms of the role that the

limit order book plays in providing liquidity. Excluding this stock, the mean limit order book

participation across the 18 stocks is 9.3%, and this rate for all 18 falls between 5 and 17%.

In stark contrast, over 47% of the trading volume in WBN over the period involves the limit

order book. Adding WBN to the sample increases the standard deviation of limit order book

participation from 2.8% to 9.1%. AT&T is the most actively traded stock in the sample, with

39,216 transactions–an average of 622.5 per day. Nevertheless, AT&T is not an outlier as there

are four stocks with more than 33,600 transactions over the 63 days. There are no stocks whose

number of transactions falls between 18,500 and 33,600. The mean number of transactions for

these 19 stocks is 15,314 and the median is 10,836.

Table II provides summary statistics for the size-ranked portfolios and overall sample. The

large and medium terciles contain 46 stocks and the small tercile contains 45 stocks. Panel A

shows that the relative importance of the limit order book as a source of liquidity is decreasing

in size. The (equally-weighted) average limit order book participation rate in the largest tercile

is 9.6%–close to that of the 18 most actively-traded stocks excluding WBN. This average rate

increases to 23.4% for the small tercile. Overall, for the average stock, the limit order book is

involved in 18% of trading volume, which is slightly less than the specialist (Lamoureux and

Wang 2015 show that for the average stock in this sample, the specialist is involved in 23% of

trading activity).

We measure each transaction’s profitability by multiplying its size by the difference between

the quote midpoint after a lag and the trade price. We use three alternative post-trade intervals:

five minutes, one hour, and one (trading) day. We compute the profitability of each trade and

sum these to measure profitability at the stock level. These are equally-weighted to obtain the

reported sample statistics. The medians for the 19 active firms in Table I (entire sample in

Table II, Panel A) are: 27.2 (17.5), 34.0 (21.7), and 37.4% (29.7%), for the three lag lengths

respectively. In general, limit orders experience higher loss rates for larger firms. Also, the loss

rate tends to increase in the lag length used to benchmark the transaction price. Since these

loss rates are under 50%, limit order trades tend to be profitable. This would follow if traders

posting limit orders are risk-averse liquidity providers as in Grossman and Miller (1988), and/or
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if limit orders are used by informed traders, as suggested by Collin-Dufresne and Fos (2015);

Kaniel and Liu (2006); Anand, Chakravarty, and Martell (2005); and Cornell and Sirri (1992).11

Table II, Panel B shows that limit order profitability is positively skewed, most profitable, on

average, for larger firms, and declining in the time lag used to measure profitability. As with

participation rates, these profitability measures are of the same magnitude as the specialist

profits reported in Lamoureux and Wang (2015).12

4. The empirical measure g

4.1 All transactions

Glosten and Harris (1988) consider the following projection of the transaction price change

from trade t − 1 to t, ∆Pt, on the trade direction, Xt (Xt is 1 for a market buy order and -1

for a market sell order), signed volume, XtVt, and the changes in these two variables from the

preceding trade:

∆Pt = b0∆Xt + b1∆XtVt + b2Xt + b3XtVt + εt (1)

Their measure of the proportion of the bid-ask spread due to adverse selection is:

g =
2(b2 + b3V )

2(b0 + b1V ) + 2(b2 + b3V )
, (2)

where V is the mean transaction volume for the stock in the sample. An advantage of this

statistic for our purposes is its simplicity. The denominator reflects the notion that the price

change from one transaction to the next may be due to bid-ask bounce and price pressure–both

of which may be a function of the trade size.

While Tables I and II report the total number of trades in the sample, many of these trades

cannot be used in estimating g. We have to be able to classify a trade and the preceding trade

as either buyer-initiated or seller-initiated. These additional requirements mean that we have

to discard between 20 - 30% of all trades to compute g. For example, of the 18,442 (6,088)

trades in Boeing (Colgate-Palmolive), we use 12,755 (4,748) in computing g.

The intuition behind g is that if a price change is induced by a transaction, controlling for

the bid-ask bounce, then it is the result of private information, as the providers of liquidity

learn from the order flow. Since this specification is built atop the foundations of the seminal

microstructure models of Kyle (1985) and Glosten and Milgrom (1985), it assumes that standing

11In a study of algorithmic (high frequency) traders on the Deutsche Boerse in January, 2008, Hendershott
and Riordan (2011) show that such traders supply liquidity when it is expensive and demand liquidity when it
is cheap. Perhaps the profitable liquidity traders in 1991 are the forebears of modern algorithmic traders.

12For example, Lamoureux and Wang (2015) report that the average (median) specialist profit for the same
set of stocks over the same period, is $19,193 ($5,600), with the one-hour lag used to measure profitability.
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bids and offers reflect the prevailing public information set. In the spirit of Glosten and Harris

(1988), following a public information shock, stale limit orders can give rise to a unidirectional

sequence of trades that mimics the effect of a private information shock.13

Table III provides properties of g for the 19 most actively-traded stocks in the TORQ

database. Since g is a non-linear function of OLS parameter estimates it has a small-sample

bias. We use the bootstrap to gauge the nature of the small sample bias, and to construct the

sampling distribution of g for each of these 19 stocks. The bootstrap is conducted as follows.

First the sample OLS estimators are obtained and used as the basis of the simulation for each

stock. Second, we sample from the model residuals, the εt from Equation (1), with replacement,

to construct a pseudo-sample of the same size as the original sample. Third, we then estimate

g from this pseudo-sample. This is repeated 100,000 times (the process requires over 10 days of

CPU time on a 2.93 GHz Intel Xeon processor). Table III shows that the median small sample

bias is 0.3% of the median estimator, and the bias is positive for 16 of the 19 stocks.

Table IV reports summary statistics for the cross-section of g for the entire sample and

the three size-based portfolios. The table highlights that g (being a moment estimator) is not

constrained to lie between zero and one (its theoretical support). There are two small stocks

whose g estimator is less than 0, and these are truncated to 0. One medium stock and one

small stock have estimates of g that exceed one, these are truncated to unity.

4.2 The power of the test in the return volatility metric

In addition to using standard inference to test our compound null hypothesis, we assess the

power of this test in the metric of return volatility for each of the nineteen stocks examined in

depth. Before bringing our test to the transactions data, in this section we demonstrate the

intuition behind it, which is suggested by Figure 1. Consider that a negative public information

release moves Boeing’s price down by 20 ticks or $2.50. In a stylized example of unpegged limit

orders this might engender 20 transactions–each at a price that is one tick below the preceding

transaction price. Whereas in the absence of unpegged limit orders the price adjustment would

occur without any transactions. In this section we ascertain how many events of different sizes

are needed to move g by a statistically significant amount, and then measure the effect of these

events on the stock’s daily return variance. Calibrated Monte Carlo is used to answer this

question. For a given information size (20 ticks in the preceding example), we insert from 1 to

30 such shocks into the transaction series for a stock. These shocks are equally-spaced through

13As noted in the introduction, for our purposes g is simply a summary statistic. Glosten and Harris’ (1988)
assumptions about the determinants of the bid-ask spread may be violated in the data, so that g may not
correctly measure the proportion of the bid-ask spread due to adverse selection. Our interest in g is simply to
understand how it is affected by the ratcheting of the transactions price through stale limit orders–which we
calibrate below, and how our estimate of g is affected by removing potentially stale limit order trades from the
sample.
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the sample. Each shock is drawn with a 50% probability of being positive and negative. The

volume of each transaction is drawn from a normal distribution with mean equal to the sample

average transaction volume for the stock and standard deviation of 15% of average volume.

For each simulated draw, we compute g and the daily return variance (which assumes that the

shocks’ effects on the price are permanent). We take 10,000 draws for each number/size of

shock pair.

Table V provides an example of the output from one of these simulations. This table

reports summary statistics for Boeing with zero through 30 shocks of 10 ticks each. Note that

g increases monotonically as the number of shocks ranges from 0 to 7. After seven shocks non-

monotonicities arise because we do not randomize over the placement of the shocks (they are

inserted into the trade sequence so that they occur at equal intervals through the 63 days). The

table also shows the standard deviation of g across the Monte Carlo draws. Referring to Table

III, the 95% critical value for Boeing–adjusted for small sample bias–is 10.98%. Table V shows

that if there are six or more 10-tick shocks the E(g) is above this value. So suppose that there

were six public information shocks of magnitude $1.25 (or larger), during the three months in

Boeing’s stock. Our estimated g for Boeing would be 11.06, and the 5% critical value (adjusted

for small sample bias) would be 9.184. Then when we remove the stale limit order transactions

induced by these shocks, our estimate of g falls to 9.136.14 Since this is below the 5% critical

value we would detect a statistically significant drop in Boeing’s g. In this instance a minimum

of 60 transactions–less than half of one-percent of Boeing’s 12,815 transactions, and less than

one-eighth of the number of potentially stale limit orders in the data–is sufficient to trigger a

statistical rejection of the null hypothesis that public information is not a significant source of

return variation.

Table VI shows that the daily standard deviation of Boeing’s stock is 2.344%. In addition to

E(g), Table V also shows the effect of incrementally adding stylized public information shocks

on Boeing’s daily return variance. This is strictly monotonic in the number of such shocks. It

shows that adding the six blocks of ten trades increases the daily return variance by 13.38%

(i.e., the standard deviation increases from 2.344% to 2.496%). The analysis underlying Table

V is repeated for Boeing using shocks comprising four ticks (i.e., $0.50) and 20 ticks ($2.50),

and for all 19 heavily-traded stocks, for all three information sizes.

The results from this exercise are reported in Table VI. This table is designed to provide

an envelope to give a sense of the nature of public information that our test would detect. In

14While at first blush it might appear that the assumption of sequential limit orders is either unrealistic or
biased toward rejection, recall that in estimating g, both the lead and lag trades must be classified and valid (so
for example, we do not use the close-to-open in estimating g). So if in fact there were cases where 10 limit orders
fell between non-limit order trades, we would remove more than 10 trades from the sequence. So assessing the
power of the test by assuming that the limit orders occur consecutively is the most conservative option.
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general fewer shocks of larger magnitude are needed to trigger a significant change. However

such perturbations have a larger effect on the daily return variance than a larger number of

smaller magnitude shocks. Consider IBM as an example. There are 23,997 transactions used

to compute IBM’s g in the TORQ data. Recall from Table I that IBM is the highest priced

stock of the 19, with a minimum price in the sample of 1047
8 . The standard deviation of IBM’s

daily returns is 1.38%. When we estimate g on IBM data we obtain 17.24%. From Table III,

we see that for IBM, g’s bootstrapped 95% confidence level is 18.69%, and that IBM’s g has

a small sample bias of 0.35%. So IBM’s bias-adjusted 95% critical value is 19.04%. Table

VI shows that eight 20-tick shocks are required to increase the estimated g above this value.

Tying this in to the original test and empirical design means that had we started with 24,157

transactions (including these eight 20-tick runs), we would have obtained a base g estimate of

19.25%, (the mean from the simulated samples in this case). Next we would remove the 160

potentially stale limit order transactions. We would estimate g on this sample and the estimate

would be 17.24%. Our bootstrap analysis would then indicate that the potentially stale limit

orders significantly biased the original g upward. While this would be potentially important for

researchers taking g at face value, for our purposes it is uninteresting in light of our composite

alternative hypothesis: we cannot be sure whether the deleted trades were simply cases where

the limit order book was the victim of private information. The 160 transactions in this case

increase IBM’s daily stock return standard deviation by 15% (from 1.38% to 1.59%).

Continuing with IBM, if we restrict attention to 4-tick public information shocks, then 37

are needed to move g enough to reject the null hypothesis of no change (an increase in the

number of transactions of 0.6%). In this case, the daily return standard deviation is only 3%

higher than in the original data. On average across the 19 stocks the scale of four-tick public

information shocks required to trigger a significant effect is 24% of the daily return variance (or

a 7.3% increase in the daily standard deviation). Similarly our tests would not be able to reject

the null hypothesis that public information does not materially contribute to return variances

if such shocks were of magnitude 10 ticks, and they comprise less than 23% of the mean (19%

of the median) stock’s return standard deviations. Finally, if public information shocks were

of magnitude 20 ticks, they would have to comprise more than 49% of the return standard

deviation for the mean (38% for the median) stock to trigger a rejection. Table VI also shows

that AMD is an outlier in this exercise, which is because its stock price is so low (recall from

Table I that it ranges from 33
4 to 73

8), and the minimum tick size is still 1
8 .15

Table VI also shows that this test lacks power for those stocks with low return variance.

For example, public information shocks could account for 80% of the daily return variance of

15A consequence of AMD’s low price is that we cannot assign 50% probabilities to positive and negative shocks.
In order to maintain a positive stock price for AMD, in the calibrated simulations, we set the probability of a
positive shock to 66, 85, and 98% for 4-, 10-, and 20-tick shocks, respectively.
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AMD–regardless of the size/frequency of such shocks–and we would not be able to reject the

null hypothesis. Table VI also shows that public information shocks that move the price by

$2.50 (i.e., comprise 20 ticks) also deplete the test’s power. For all of the individual stocks we

would not detect importance of public information in this case unless it accounts for more than

38% of return volatility, and for the average stock, returns are not volatile enough to ever reject

the null in this case.

Because Easley O’Hara and Paperman’s (1996) PIN is widely used as a measure of private

information in traditional specialist markets, we explore the use of PIN instead of g in our

empirical design in the appendix. PIN uses only the number of buy and sell transactions

on each date in the sample, so all stocks have 126 observations. As a result of the reduced

amount of information used, PIN has no statistical power in our empirical design. In fact, for

stocks with large numbers of transactions in the context of our 63-day sample, no augmented

order imbalance is sufficient to move PIN beyond confidence levels that reflect that estimate’s

sampling error.

4.2 The effects of removing potentially stale limit orders

Having calibrated the test in the preceding section, we now consider in detail the effects of

removing the potentially stale limit order trades from the data on g. Consider Boeing, which

has 12,755 transactions in the sample used to estimate g. Boeing’s average transaction volume

is 2,711 shares, and Table III shows that its sample g estimate is 9.1%. The small sample bias

in Boeing’s g statistic is 0.01%. The table also shows that the sample standard deviation is

1.1%, and that the 5% (bootstrapped) critical value for g–adjusted for small sample bias– is

7.26%.

Table III also shows that after we remove all potentially stale limit orders identified at the

5-minute lag from the time series of Boeing’s transactions data, and re-estimate g, we obtain an

estimate of 9.8%. The test for whether public information shocks are a material part of Boeing’s

trading dynamics is whether this value is less than the bootstrapped 5% critical value-adjusted

for small sample bias, shown in the column headed Critical Value, (which as noted, is) 7.26%

in this instance. Not only is it not, g estimated after removing all potentially stale limit orders

is actually larger than the initial value of g estimated on the entire sample. The qualitative

inference is that public information releases during trading hours lack the size and frequency

to leave a statistically detectable footprint in the trade sequence. Table III also shows that this

result for Boeing is qualitatively identical to the cases where one hour and one day are used as

the lag lengths to identify potentially stale limit order transactions. In all three cases removing

potentially stale limit orders results in a higher estimate of g than is obtained on the full sample

of all transactions.
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We can use the analysis from the preceding section to infer the maximum scale of public

information in terms of the return standard deviation. For Boeing, it must be that small

public information shocks account for less than 7.2% of the return variance; medium-sized

public information shocks account for less than 13.4% of the return variance; and large public

information shocks account for less than 37.1% of the return variance. This is a description of

an envelope: a combination of small and medium public information shocks accounting for 10%

of return variance would also trigger a rejection.

Table III also shows that Boeing is typical of the 19 most active stocks. For this set of stocks

the average (median) value of g estimated from all transactions is 11.23% (7.24%). When all

limit orders that are potentially stale after five minutes are removed from the data, the average

and median values are respectively 11.23% and 7.57%. Furthermore, as Table III shows, the

average g increases after removing all potentially stale limit order transactions at the one-hour

and one-day lags. At the individual stock level, the table shows that removing all potentially

stale limit order trades at the 5-minute lag results in a drop in g for 11 of the 19 stocks.

However, in no case is the effect of removing potentially stale limit order trades statistically

significant. That is, for none of the individual stocks is it the case that removing all potentially

stale limit order trades has an effect on g that is larger than random sampling error in that

statistic estimated from the entire sample.

As with Boeing, the effects of removing all potentially stale limit order trades identified at

the one-hour and one-day horizons on the mean and median are qualitatively identical to the

inference when the five-minute lag is used to classify the profitability of limit order transactions.

Again, using all three lag lengths, it is never the case that g estimated after the removal of all

potentially stale limit order trades is less than the 5% critical value constructed for that stock’s

g.

Rather than relying on the bootstrap at the individual stock level, the inference in Table IV

uses the cross-sectional distribution of g–overall and in the three size-based portfolios–to test

for the importance of public information in price formation. For the entire sample, the average

g is 23.25%, with a standard error of 1.6%. When we eliminate all potentially stale limit order

transactions identified with a five-minute lag from all stocks’ trade sequences, the mean g is

22.66. The t−statistic of the test of the null hypothesis that this mean equals the mean g using

all trades is -0.37. Similarly, when we eliminate all potentially stale limit order transactions

identified with a one-hour lag from all stocks’ trade sequences, the mean g is 22.91%. The

t−statistic of the test of the null hypothesis that this mean equals the mean g obtained using

all trades is -0.21. Finally, when we eliminate all potentially stale limit order transactions

identified with a one-day lag from all stocks’ trade sequences, the mean g increases to 23.55%.

We infer that the ratcheting of public information shocks through stale limit orders does not
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significantly bias g downward.

We also fail to reject the joint null hypothesis that includes the notion that public informa-

tion shocks are too small (in number and magnitude) to leave a statistically significant footprint

in realized returns for the three size-based portfolios. When we use either a five-minute or one-

hour lag to measure the profitability of limit order trades, the mean g decreases for all three

size-sorted portfolios. None of these decreases are statistically significant. Furthermore, as with

the entire sample, the average g increases for each size tercile after removing all trades involving

potentially stale limit orders classified using a one-day lag.

The final information contained in Table IV is the number of stocks in each size tercile

where the estimated g is significantly lower after all potentially stale limit order trades are

removed from the sample, for each of the three classification lags. When five minutes and one

hour lags are used to classify the limit orders, we reject the null hypothesis at the 5% level

for 4.4% of our sample firms. Four of the six rejections are firms in the smallest tercile, and

the remaining two rejections are medium-sized firms. Thus confirming the earlier tests that

there is no statistical evidence that public information releases during trading hours contribute

significantly to individual stock return variances. This is true for actively traded individual

stocks as well as at the aggregate level.

In light of the statistical rejection, we can refer back to Table VI, to evaluate what this means

in terms of return variances. For our median active stock, it must be that small public informa-

tion shocks account for less than 13.1% of the return variance; medium-sized public information

shocks account for less than 42.4% of the return variance; and large public information shocks

account for less than 89.4% of the return variance.

5. Conclusion

In this paper we demonstrate that (hypothetical) transactions involving stale limit orders

resulting from public information shocks that account for as little as 5 to 6% of a stock’s daily

return variance, leave a statistically visible footprint in transactions data. We look for this foot-

print in the data, and can not find it. We therefore infer that public information shocks are not

an important source of stock return volatility, and we calibrate what this means quantitatively.

Similarly since this footprint is not in the data, medium and large public information shocks

would have to comprise less than 19% and 37% of total return variance.

Our results indicate that public information shocks account for less than one-fifth of the

return variance of individual stocks. Furthermore we add trading activity itself to the set of

public information that French and Roll (1986) argue does not drive volatility. As with French

16



and Roll (1986) and Koudijs (2014) our ability to isolate public information is specific to our

particular setting. So for example, our empirical approach is not applicable to US equity markets

post-decimalization, which are fragmented, no longer have specialists, and in which we cannot

classify orders by observing transactions. Furthermore, the use of limit orders itself is likely

mechanism-specific. The generality of our results depends on the extent to which information

is exogenous to the trading process. Koudijs suggests that the role of information in trading

is largely exogenous. Indeed our results are consistent with those of French and Roll, Koudijs,

and Engle Hansen, and Lund (2011), even though we evaluate different markets and use very

different empirical designs.

Finally, our results inform empirical analyses of private information in the microstructure

literature. We demonstrate that stale limit order transactions have the potential to significantly

bias the Glosten and Harris (1988) measure. We find that this is not a concern in the data

however. We also evaluate the use of Easley, Kiefer, O’Hara and Paperman’s (1996) PIN as

an alternative to the Glosten and Harris measure in our empirical design. Our results show

that PIN’s clean design and straightforward implementation come with a cost: information is

discarded that makes the measure virtually impervious to stale limit orders. Because PIN uses

only the number of buy and sell trades on each date, we find that for active stocks it has no

power to identify public information shocks from stale limit orders using the 63 days in our

sample.
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Appendix. Using PIN instead of the Glosten and Harris measure

PIN is a very popular measure of asymmetric information in traditional specialist markets,

and has been used in a wide variety of applications. Following Easley, Kiefer, O’Hara, and

Paperman (1996) as refined by Easley, Hvidkjaer, and O’Hara (2002), the likelihood function

characterizes the sequence of daily buy and sell transactions as coming from one process if there

was no information shock for the day and another process (with one-sided trading) if there was

an information shock for the day. In their model, at the beginning of each day there is either an

information shock with probability α or not, with probability 1− α. If there is an information

shock, the probability that it is good (bad) news is δ (1− δ). On each day liquidity sell orders

are drawn from one Poisson distribution, with parameter εs; liquidity buy orders are drawn

from another Poisson distribution, with parameter εb; and if an information event occurred,

informed orders are drawn from a third Poisson distribution with parameter µ. The likelihood

function thus has five parameters, and is a function of the number of buy and sell orders on

each day in the sample. Under the model, PIN, the probability of informed trading, is available

as a function of the model parameters: α·µ
α·µ+εb+εs

.

Unlike g, PIN does not rely on the time-series of trades and quotes, it is a function of daily

order imbalances. As such, it relies heavily on a clean mapping from orders to transactions,

which is generally a feature of a traditional specialist market. In light of its popularity and

the fact that it uses a different type of data, we consider how it works in our test design.

Easley, O’Hara, and Saar (2001, p. 34) note that PIN would be biased if informed traders use

limit orders. They cite the relevant theory (e.g., Glosten 1994) that shows that in such models

informed traders would eschew limit orders, and specifically “assume that informed traders use

only market orders.”

Conceptually then, we could use PIN instead of g to examine whether public information

shocks are an important driver of return variances. However the mapping from the nature

of stale limit order trades to the test shows that the use of PIN instead of g would render

our test powerless. Consider the case of Phillip Morris, one of the most active stocks in the

sample, with an average of more than 590 trades per day. PIN estimated on all data is 9.23%,

with a bias-adjusted 95%ile of 16.9%. As in Section 3.B above, we ask how many one-sided

transactions sequences of varying magnitudes have to be added to the original data to cause

PIN to exceed this critical value. In this case, this is an impossible task. For example if we add

120 buys or 120 sells (randomized as to which and when) to each of 30 days, PIN increases to

values between 14.3 and 16.1%. The maximum likelihood parameter estimates in the base case

(trade-augmented case with PIN of 16.1%) are: α: 0.365 (0.610); δ: 0.227 (0.349); µ: 128.7

(149.2); εb: 207.2 (208.6); εs: 254.8 (264.6). If we add 120 sell orders to each of 30 days, PIN is

13.1%. In this case the MLE parameter estimates are: α: 0.560; δ: 0.568; µ: 132.3; εb: 211.5;
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εs: 278.6. This example clarifies why PIN has no power for our test. The only data used to

estimate the model are the numbers of buyer-initiated and seller-initiated transactions on each

of 63 days. As we introduce an order imbalance the model parameters adapt. For example, we

see how εs increases as we move from the base case to the randomized sign case to the added

sells-only case.

Turning to Boeing, the PIN on the full sample is 11.02%, and the bias-adjusted critical

value is 13.94%. If we add 50 buy orders on each of 30 days, PIN becomes 11.96%. If we add 50

same-directional trades of random sign to 30 days, PIN is 14.64%. If we use 40 trades instead

of 50 in the previous case, PIN becomes 13.93%. So for Boeing, over 1,200 stale limit order

transactions are needed to move PIN sufficiently. Recall that when we use g for this test, 80

additional transactions are sufficient to move g enough to reject the null. In contrast to PIN, g

is estimated with 12,755 values of the price change and signed volume, so the sequential trades

resulting from a public information shock ratcheting transaction prices through stale limit order

quotes convey more information than just the consequent number of one-sided transactions used

in estimating PIN.
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Figure 1.  Price ratcheting through stale limit orders after a public information shock 
 
This graph shows all trades in Boeing stock from 9:36:01 to 15:59:11 on January 28, 1991.  At 13:10 Boeing posted 
a four-fold increase in earnings for the fourth quarter, but the stock price fell by $2.25 on the day. The inset 
highlights the 22 trades (each trade denoted by a dot), between 13:13 and 13:22.  The net participation rate by the 
limit order book in each trade is indicated.  For example if the trade was for 2,000 shares and the limit order book 
purchased 1,500 and sold 500, we record 0.5. There were 389 transactions in Boeing stock on this day, with total 
trading volume of 1,158,100 shares. Total volume during the latter 19 transactions (i.e., the downward ratchet) in the 
inset was 42,500 shares, of which the limit order book bought 19,500 (46%) and sold 900 (2%). 
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Table II (Continued)
Aggregate and Size-ranked Portfolios: Summary Statistics, Limit

Order Usage and Profitability

This table provides aggregate properties for the 137 stocks in the TORQ
database used in our study. The data are from the New York Stock Exchange,
over the period November 1, 1990 – January 31, 1991. The profitability of each
transaction is measured using the mid-point of the bid-ask spread after the
designated lag, relative to the transaction price, and multiplied by the
transaction size.

Panel B. Profitability of the Limit Order Book

Portfolio Mean Std Dev Minimum 25%ile Median 75%ile Maximum
5-minute lag used to measure trade profitability

All $22,154 $52,259 -$167,806 $2,406 $7,481 $17,519 $308,425
Large 46,159 81,917 -167,806 8,138 16,138 42,469 308,425
Medium 14,565 26,660 -12,488 1,588 5,619 13,312 149,502
Small 6,258 9,392 -1,044 1,169 3,366 8,081 58,112

1-hour lag used to measure trade profitability
All $20,395 $60,555 -$93,381 $1,106 $6,050 $14,350 $455,700
Large 48,890 98,530 -98,381 6,256 14,350 46,119 455,700
Medium 7,817 17,940 -56,831 306 3,822 11,850 61,306
Small 5,096 7,422 -4,131 819 2,784 7,450 40,038

1-day lag used to measure trade profitability
All $13,035 $95,524 -$243,119 $0 $3,081 $9,488 $816,850
Large 34,628 161,854 -243,119 -4,312 4,462 19,481 816,850
Medium 1,297 34,943 -188,869 -6,531 2,878 13,425 66,588
Small 3,650 6,699 -13,569 706 2,212 5,125 28,512
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Table V
Sample Monte Carlo Study of the Effect of Public Information Shocks on

Return Variance

This table provides an example of the effect of adding incremental public information shocks to
the time series of transactions. This is for Boeing (BA), as we add 10-tick public information
shocks. In Table III, g estimated on the original sample is 9.136, and the bias-adjusted boot-
strapped 95% confidence level is 10.98. The question that this study investigates is how many
shocks of this size are needed to move g above the 95% confidence level. Then we evaluate the
effect of this number of shocks of this size on Boeing’s daily stock return variance.

Number of E(g) σ(g) E(%∆σr) σ(%∆σr)
Shocks (Across Simulations) (Across Simulations) (Across Simulations) (Across Simulations)
0 9.14 0.00 0.00 0.00
1 9.32 0.01 2.39 4.16
2 9.70 0.11 4.73 3.13
3 9.88 0.13 7.56 6.38
4 10.29 0.16 8.95 6.43
5 10.50 0.18 11.84 9.75
6 11.06 0.23 13.38 11.52
7 11.41 0.25 16.85 6.97
8 11.13 0.15 18.89 7.22
9 11.37 0.20 20.64 12.92
10 11.76 0.23 24.22 15.49
11 11.44 0.17 26.11 16.48
12 11.91 0.21 28.67 18.64
13 13.06 0.30 31.41 22.00
14 12.82 0.28 32.39 21.17
15 12.96 0.26 35.96 18.37
16 12.52 0.20 38.08 19.78
17 12.65 0.20 41.49 19.84
18 13.49 0.28 41.90 21.34
19 13.55 0.26 44.14 20.60
20 14.25 0.31 45.50 22.32
21 13.91 0.26 49.80 26.02
22 13.50 0.20 53.30 28.22
23 13.82 0.23 53.78 28.36
24 14.00 0.23 59.24 30.78
25 16.04 0.39 59.65 30.42
26 15.76 0.35 61.66 31.94
27 15.53 0.34 66.63 33.86
28 15.22 0.29 69.93 36.58
29 15.84 0.33 70.70 33.95
30 16.69 0.38 69.10 34.62
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